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Abstract—To achieve a high penetration level of intermittent renewable energy, the operation and control of power systems need to account for the associated high variability and uncertainty. Power system stability and security need to be ensured dynamically as the system operating condition continuously changes. A wide-area measurement based dynamic stochastic optimal power flow (DSOPF) control algorithm using the adaptive critic designs (ACDs) is presented in this paper. The proposed DSOPF control replaces the traditional AGC and secondary voltage control, and provides a coordinated AC power flow control solution to the smart grid operation in an environment with high short-term uncertainty and variability. The ACD technique, specifically the dual heuristic dynamic programming (DHP), is used to provide nonlinear optimal control, where the control objective is explicitly formulated to incorporate power system economy, stability and security considerations. The proposed DSOPF controller dynamically drives the power system to its optimal operating point by continuously adjusting the steady-state set points sent by the traditional OPF algorithm. A 12-bus test power system is used to demonstrate the development and effectiveness of the proposed DSOPF controller.

Index Terms—Adaptive critic designs, dynamic stochastic optimal power flow control, intelligent control, smart grid, wide-area control.

I. INTRODUCTION

W ith the increasing penetration of intermittent renewable energy, power systems encounter more and more uncertainty and variability. How to reliably and efficiently operate a power system in such an environment is still an unanswered challenging question [1], [2]. With the state-of-the-art wind forecasting methods, the hour-ahead forecast errors for a single wind plant are still around 10%–15% with respect to its actual outputs [3]. With much lower forecasting errors for load, the traditional power system operation is based on deterministic security-constrained commitment and dispatch processes [4], which tend to be conservative (using forecasts with a high probability of exceedance) when intermittent renewable generation is considered [2]. This conservative operation contributes somewhat to a large amount of wind curtailment [5], as secure operation cannot be guaranteed in real time when the actual wind power significantly exceeds the forecasts used in the scheduling and dispatching processes.

The optimal power flow (OPF), or its security-constrained version, is based on steady-state optimization without considering local controller and load dynamics, and its optimal solutions are obtained based on forecasts. With uncertainty from renewable generation and storage, the convexity of the OPF problem has been studied recently [6], [7]. Although the OPF provides optimal dispatches for the next forecasted period, any unforeseen real-time load/generation variation or post contingency operation between two dispatch instants (typically 5 min apart) are handled by simple linear controllers or some predefined reactions with little, if any, system-wide optimization. For real-time active power balancing, the proportional-integral-controller-based automatic generation control (AGC) is typically used [8]. For reactive power support, locally-controlled reactive resources are typically used for voltage regulation, such as large generators equipped with automatic voltage regulators (AVRs), switched capacitor banks, on-load tap changing (OLTC) transformers, and flexible ac transmission system (FACTS) devices [8].

The development of wide-area measurement systems (WAMSSs), based on synchronized phasor measurement units (PMUs) [9], greatly improves the power grid observability, even during transient events [10]. WAMSSs enable distributed dynamic state estimation, which can dramatically reduce the reporting time of the global system states (from minutes down to fractions of a second) and improve the grid visibility from steady states to dynamics [11], [12]. With the global dynamic information, advanced wide-area control (WAC) schemes become possible to improve grid dynamics. Most of the WAC schemes to date have focused on power system stability related issues, including the transient/small-signal stabilizing control to mitigate angle instability [13]–[21], and the secondary voltage control to mitigate voltage instability [22]–[25]. The design of a system-wide automatic power flow controller to dynamically control a power system to its optimal operating point has received little attention.

Fardanesh [26] described an ideal control scenario for power systems, where the optimal operating condition was achieved continuously by some closed-loop control algorithms, but how
to design such a control algorithm remained unanswered. A conceptual framework of applying the adaptive critic designs (ACDs) [27]–[29] to power system optimizations, namely dynamic stochastic optimizations, was first proposed by Venayagamoorthy [30] and then by Momoh [31] to incorporate prediction and optimization over power system stochastic disturbances. However, detailed designs and analyses have not been reported.

This paper details the dynamic stochastic optimization concept, and presents a wide-area measurement based dynamic stochastic optimal power flow (DSOPF) control scheme for smart grids. A power system is a multi-input multi-output (MIMO), nonlinear, and nonstationary complex dynamic plant. An ACD-based intelligent controller is designed to replace the traditional AGC and secondary/regional voltage control, as illustrated in Fig. 1, and provide nonlinear optimal control to the system-wide ac power flow. An optimal control objective is explicitly defined in the ACD technique. Thus, the operating cost and different stability and security indices of interest can be readily formulated in the control objective.

An overview of the existing power system WAC schemes is provided in Section II. Section III introduces the DSOPF control concept and discusses its implementation using ACDs. A 12-bus test power system is used as an example in Section IV to design a DSOPF controller using the dual heuristic dynamic programming (DHP), a technique in the ACD family. Simulation results and case studies are provided in Section V to demonstrate the effectiveness of the DSOPF controller.

II. OVERVIEW OF WIDE-AREA CONTROL IN POWER SYSTEMS

Power system WAC in general includes any control algorithms that require monitoring signals or control actions to be transmitted over a large geographic area [10].

A. Transient/Small-Signal Stabilizing Control

Local damping controllers are usually ineffective in damping interarea oscillations [13], which are characterized by groups of coherent generators swinging against each other. Because of the complexity, nonlinearity, and time-varying characteristics of a power system, designing a wide-area stabilizing controller over a wide operation range is not a trivial task. Kamwa et al. [13] decoupled the MIMO power system into several single-input single-output (SISO) global stabilizing loops based on coupling between different input-output pairs. The SISO global loops were then sequentially optimized. Instead of multiple SISO loops, the observer-based state feedback (SF) linear control [15] and the robust H∞ control using linear matrix inequality (LMI) [19] were applied to design a MIMO damping controller. Because of the linear nature of both the SF and H∞-LMI control designs, different control loops were thus designed at different operating points and switched by a probabilistic-model-reference method in [15] and a fuzzy-inference system in [19]. Others approached the problem directly from the nonlinear analytical model of power systems [20], [21], where the resulting controller parameters depend on system operating conditions and need to be continuously estimated.

The above control techniques all suffer from requiring detailed knowledge of system model and parameters, which are usually difficult to obtain for complex power systems. More advanced computational-intelligence-based controllers using the ACD technique have been reported [16]–[18] and showed a promising performance compared to the observer-based SF and H∞-LMI controllers [17]. ACDs require no analytical model and enable controllers to deal with nonlinear nonstationary systems in the presence of noise and uncertainty [29].

B. Secondary Frequency and Voltage Control

The earliest example of closed-loop wide-area control is perhaps the AGC [32], which is also known as secondary frequency control. AGC uses a simple PI controller to regulate the system frequency and interarea power flow and maintain the real-time generation-demand balance in its control area [8]. Generation adjustment commands for individual generators are coordinated by predefined ratios or ratios from economic dispatch [8]. The reinforcement learning technique has recently been applied to improve the robustness and dynamic performances of the traditional AGC design [33]. In North America, AGC commands are typically updated every 2–4 s [8]. Although AGC provides system-wide active power control, it treats the grid as a single bus, has no coordination with the system reactive power control, and does not consider system stability and security.

Automatic secondary/regional voltage control is under development in some countries, such as Italy, where the power system has been divided into separate voltage regulation regions with each region having its own pilot node (bus) [22], [23]. The main generators in each region are used to regulate the pilot node voltage with a PI regulator [22], where commands are updated at an interval not exceeding 2 s [23]. Wang et al. [24] proposed a finite-state machine coordinated fuzzy controller to control multiple shunt FACTS devices and maintain system-wide voltages. Nonlinear model predictive control (NMPC) has also been reported to control system-wide voltages by optimally selecting control commands from a pool of possible control actions [25].

The present separate secondary control loops for frequency and voltage are developed based on the assumption that only small variations and uncertainty exist in power systems during a short period of time, and long-term large variations are handled by sequential steady-state optimizations (e.g., OPF). This assumption is true when the only uncertain factor in a power system is the load, which varies relatively slow at the transmission level and is well predictable because of its cycling characteristics. However, in an environment with high variability and uncertainty, significant power flow redistribution may occur in a short period. A better or more sophisticated real-time correction/control method would be required to ensure system security. With the present frequency and voltage control schemes, power line overloading and bus over/under-voltage may occur due to the limited control capability of AGC and limited local reactive power resources. A system-wide active and reactive power...
coordinated control algorithm is thus necessary in a high-variability environment.

III. DYNAMIC STOCHASTIC OPTIMAL POWER FLOW CONTROL

A. Framework of the Proposed DSOPF Control

The power system is assumed to be sufficiently observable with WAMSs. Data preprocessing/concentrating/transmitting in WAMSs, state estimations, and derivations of other power system quantities are not considered in this paper. Continuous snapshots of the dynamic power system are assumed to be readily available in the control room.

With continuous snapshots as system feedbacks, the job of a DSOPF controller is to dynamically adjust the steady-state commands generated by the OPF algorithm, as shown in Fig. 2. To obtain an optimal real-time dynamic dispatch, both the real and reactive power flows are controlled simultaneously. Under a high short-term variability environment, only those continuously adjustable resources are controlled by the DSOPF controller to continuously track the optimal operating point, leaving the lifetime of the mechanical-switch-based devices unaffected.

A nonlinear optimal control strategy is necessary to achieve the DSOPF control, where an objective function (the cost-to-go function) is minimized in a closed-loop control fashion and the plant output at time instant $k$ is a function of the total energy cost, bus voltage deviations, frequency deviation, tie-line flow deviations, line loadings, line losses, generator stability margins, and/or other indices related to the system economy, stability, and security.

The schematic diagram of the DHP algorithm [29] is shown in Fig. 3, where the critic network directly estimates the gradient of $J(k)$. A model neural network is used to continuously identify the plant (power system) dynamics and provide a non-linear differentiable plant model. An action neural network is trained to minimize (1) and to approximate the optimal control laws accordingly. The ACD technique is thus a promising candidate for designing the DSOPF controller.

B. Adaptive Critic Designs (ACDs) for Implementing DSOPF

A family of ACDs was proposed by Werbos as a new optimal control technique combining the concepts of reinforcement learning and approximate dynamic programming [27]. This technique has been applied in areas including robotic control, missile control, flight control, etc. [29]. A nonlinear optimal controller for a STATCOM [34] and a nonlinear optimal wide-area damping controller for a 12-bus system [18] have also been successfully designed using ACDs. Venayagamoorthy et al. [35] has reported successful hardware implementation of an ACD-based optimal damping controller for turbogenerators in a multimachine system.

The ACD technique uses a neural network, namely the critic network, to approximate the cost-to-go function $J$ in Bellman’s equation of dynamic programming, in a step-by-step manner as follows:

$$J(k) = \sum_{i=0}^{\infty} \gamma^i \cdot U(k + i),$$

where $0 < \gamma < 1$ is a discount factor, and $U(k)$ is the utility function (a present cost to be minimized at time $k$). The optimal control problem is to generate control action $u(k)$ that minimizes $J(k)$ at each time step $k$. For the DSOPF control, $U(k)$ could be a function of the total energy cost, bus voltage deviations, frequency deviation, tie-line flow deviations, line loadings, line losses, generator stability margins, and/or other indices related to the system economy, stability, and security.

The schematic diagram of the DHP algorithm [29] is shown in Fig. 3, where the critic network directly estimates the gradient of $J(k)$. A model neural network is used to continuously identify the plant (power system) dynamics and provide a non-linear differentiable plant model. An action neural network is trained to minimize (1) and to approximate the optimal control laws. $y(k)$ denotes the plant output at time $k$, and $u(k)$ denotes the controller action. The various partial derivative signals are used for training the three neural networks. More details on the mathematical background of ACDs and training algorithms for DHP can be found in [29].

C. Recurrent Neural Networks for ACDs

Recurrent neural networks (RNNs), as shown in Fig. 4, are used to implement the model network, critic network and action network in this paper. RNNs have advantages over other static feed-forward neural networks (FFNNs) in modeling and control of dynamic systems due to their internal dynamic memories [36]. A power system identifier for eigenvalue extraction has been designed using a specific type of RNNs [37]. Different
training algorithms for RNNs have been discussed [36], [38], [39], and will not be repeated in this paper.

For neurocontrol designs using FFNNs, time delayed loops (TDLs), which provide the neural network with a series of previous plant input-output signals, are necessary to model the plant dynamics [40]. With RNNs, their internal dynamic loops effectively provide the time delayed information [41], and thus TDLs are not used in the schematic diagram shown in Fig. 3. More mathematical background on using RNNs for implementing DHP has been discussed by the authors in [41].

IV. DHP-BASED DSOPF CONTROLLER DESIGN FOR A 12 BUS TEST POWER SYSTEM

A. Bus Test Power System

A 12-bus test power system modified from [42], as shown in Fig. 5, is used to demonstrate the design of a DHP-based DSOPF controller. Buses 4 and 5 are two remote load buses supplied from three transmission corridors. No infinite bus is used to hold the system frequency. All four generators are modeled with full transient dynamics in PSCAD and equipped with AVRs and speed governors. Generators 2 to 4 are within one control area and they are controlled by AGC2. Generator 1 is assumed to be an aggregated representation of an interconnected area and it is controlled by AGC1. With AGC1 and AGC2, the system frequency and interarea tie-line power flow, \( P_{\text{tie}} \), can be maintained at the nominal/scheduled values. Bus 4 is selected as the pilot bus for a PI-based secondary voltage control. Block diagrams of the AGC, bus 4 voltage control, AVR, and a speed governor are shown in Fig. 6. The dispatch ratios in the AGC are determined by the changing rate of the incremental cost of each generator, so that any changes from the AGC would result in minimum costs [8]. The dispatch ratios in the AGC are set to be equal in this study. All four generators are assumed to be gas-turbine based and have a ramp rate (both up and down) of 18 MW/min.

The generator and line parameters are provided in [42]. The base case of this system, including the scheduled tie-line flow, is defined in the Appendix. At each load bus, half of the load is represented by a constant-power load and the other half is represented by a constant-impedance load, which introduces some load-voltage characteristics [43]. All lines are represented by the lumped \( \pi \)-equivalent model [8].

A DSOPF controller is designed below to replace AGC2 and \( V_4 \) and provide coordinated secondary active and reactive power flow control. AGC2 and \( V_4 \) are disconnected during the training and testing of the DSOPF controller. Similar to AGC, the data update rate for the DSOPF controller is assumed to be 1 s, which neglects the transient oscillations but includes the local controller and load dynamics. During the training, the weights of the model, action, and critic networks in the ACD scheme are also updated every 1 s.

B. Model Network—System Identification

The nonlinear dynamic plant seen by the DSOPF controller is defined in Fig. 7. The following 15 smoothed wide-area measurements are sampled at 1 Hz for the DSOPF controller: the system frequency in Hz, \( f \) (average rotor speeds of G2, G3 and G4); the rms voltage at each of the 5 load buses in percent (pu), \( V_2 \), \( V_3 \), \( V_4 \), \( V_5 \), and \( V_6 \); the apparent power flow magnitude of 4 long lines in pu, \( S_{2G} \), \( S_{1G} \), \( S_{2F} \), and \( S_{4G} \); the tie-line power import in MW, \( P_{\text{tie}} \); the active power outputs from G2 to G4 in MW, \( P_{G2, G3, G4} \); and the total active power loss in MW, \( P_{\text{loss}} \). These 15 measurements are then scaled linearly to have the same order of magnitude, and the plant output, \( y[k] \), is obtained.

The plant has 6 inputs from the DSOPF controller. \( u_1[k] \) to \( u_4[k] \) are adjustment signals to change the three generators’ active power outputs, and \( u_5[k] \) to \( u_6[k] \) are adjustment signals to change the three generators’ terminal voltages. These six inputs are scaled and added to the steady-state dispatches, \( u^* \), obtained from the traditional OPF algorithm.
Based on the DHP scheme shown in Fig. 3, an RNN model network, with 21 inputs and 15 outputs, is trained to minimize the following error [29]:

\[ E_m(k) = \| r_m(k) \|^2 = \| y(k) - \hat{y}(k) \|^2 \]  

(2)

where \( \hat{y}(k) \) is obtained from one step delay of the model network output. In other words, the model network is trained to identify the plant dynamics and provide one-step-ahead prediction. The model network is pretrained with pseudo-random binary signal (PRBS) injections at 8 different dispatch cases, as listed in Table I, where D1 is the base case, D2–D4 represent line outage conditions, and D5–D8 represent different load conditions. All 8 dispatches have been optimized in MATPOWER [44] using the interior-point OPF algorithm with bus-voltage and line-rating constraints, and then manually adjusted to account for load-voltage characteristics and local controller errors. The PRBS perturbations applied to the system are shown in Fig. 8, where the perturbations applied to the 3 generator power commands change sequentially every 20 s, and the perturbations applied to the three generator voltage commands change sequentially every 2 s. 500 s of data for each dispatch case are recorded and used for model pretraining.

The testing results of the pretrained model network (with fixed weights) at D1, D2, D5, and D6 under the same PRBS injections are shown in Fig. 9, where only \( y_1(k+1) \) is plotted due to limited space. All 15 outputs from the model network have similar tracking performances at all 8 dispatch cases. After the pretraining, the model network is then used to provide the system-wide cross-coupling sensitivity signals, \( \partial y(k+1)/\partial u(k) \), over a wide operation range for training the critic and action networks. During the training of critic and action networks, the model weights are continuously updated with a small learning rate to ensure tracking of new operating conditions.

<table>
<thead>
<tr>
<th>Dispatch</th>
<th>( P_{G1}^* ) (MW)</th>
<th>( V_{G1}^* ) (pu)</th>
<th>( P_{G2}^* ) (MW)</th>
<th>( V_{G2}^* ) (pu)</th>
<th>( P_{G3}^* ) (MW)</th>
<th>( V_{G3}^* ) (pu)</th>
<th>Line or load changes from base case (P: MW, Q: MVar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>500</td>
<td>1.02</td>
<td>200</td>
<td>1.01</td>
<td>300</td>
<td>1.02</td>
<td>None (Base Case)</td>
</tr>
<tr>
<td>D2</td>
<td>490</td>
<td>1.02</td>
<td>220</td>
<td>1.03</td>
<td>330</td>
<td>1.03</td>
<td>Line 2-5 is out</td>
</tr>
<tr>
<td>D3</td>
<td>500</td>
<td>1.03</td>
<td>215</td>
<td>1.04</td>
<td>300</td>
<td>1.02</td>
<td>Line 4-6 is out</td>
</tr>
<tr>
<td>D4</td>
<td>500</td>
<td>1.03</td>
<td>215</td>
<td>1.04</td>
<td>315</td>
<td>1.04</td>
<td>One of lines 3-4 is out</td>
</tr>
<tr>
<td>D5</td>
<td>550</td>
<td>1.05</td>
<td>270</td>
<td>1.04</td>
<td>360</td>
<td>1.02</td>
<td>Const. power load at buses 3&amp;5 becomes: ( P_{L_3}=210, Q_{L_3}=140 ) ( P_{L_3}=100, Q_{L_3}=50 )</td>
</tr>
<tr>
<td>D6</td>
<td>505</td>
<td>0.99</td>
<td>180</td>
<td>1.02</td>
<td>285</td>
<td>1.03</td>
<td>Const. power load at bus 5 becomes: ( P_{L_5}=0, Q_{L_5}=0 )</td>
</tr>
<tr>
<td>D7</td>
<td>525</td>
<td>1.02</td>
<td>250</td>
<td>1.04</td>
<td>340</td>
<td>1.03</td>
<td>Const. power load at bus 4 becomes: ( P_{L_4}=210, Q_{L_4}=140 )</td>
</tr>
<tr>
<td>D8</td>
<td>500</td>
<td>1.01</td>
<td>190</td>
<td>1.02</td>
<td>290</td>
<td>1.02</td>
<td>Const. power load at bus 4 becomes: ( P_{L_4}=110, Q_{L_4}=100 )</td>
</tr>
</tbody>
</table>

(\( P_{G1}^* \), \( V_{G1}^* \), and \( P_{G2}^* \) are the same as the base case for all dispatch cases.)
C. Critic Network and Cost-to-Go Function—Optimal Control Objective

The control objective for the 12-bus system in this paper includes six components: the area control error, \( U_{\text{ACE}} \); the system voltage deviation, \( U_{\text{Volt}} \); the system line loading, \( U_{\text{Line}} \); the total fuel cost, \( U_{\text{Fuel}} \); the total line loss, \( U_{\text{Loss}} \); and the control effort, \( U_{\text{Ctrl}} \). The utility function, \( U \), is thus defined as

\[
U(k) = U_{\text{ACE}}(k) + U_{\text{Volt}}(k) + U_{\text{Line}}(k) + U_{\text{Fuel}}(k) + U_{\text{Loss}}(k) + U_{\text{Ctrl}}(k),
\]

with

\[
U_{\text{ACE}}(k) = u_{\text{freq}}\Delta f^2(k) + u_{\text{tie}}\Delta P_{\text{tie}}^2(k)
\]

\[
U_{\text{Volt}}(k) = w_{\text{volt}}\|V_2 - e(k)\|^2
\]

\[
U_{\text{Line}}(k) = w_{\text{line}}\left[ e(S_{25}(k))^1 + e(S_{14}(k))^{-1} \right]
\]

\[
U_{\text{Fuel}}(k) = w_{\text{fuel}}[F_{G2}(k) + F_{G3}(k)
\]

\[
U_{\text{Loss}}(k) = u_{\text{loss}}[P_{\text{Loss}}(k)
\]

\[
U_{\text{Ctrl}}(k) = w_{\text{ctrl}}[\Delta P_{\text{G2-4}}^2(k) + P_{\text{Loss}}(k)]
\]

An RNN DHP critic network is trained online to approximate \( \lambda(k+1) \), the derivative of \( J(k+1) \) with respect to \( y(k+1) \), by minimizing the following error [29]:

\[
E_{\lambda}(k) = \|\lambda(k)\|^2
\]

\[
e_{\lambda}(k) = \lambda(k) - \left\{ \frac{\partial U(k)}{\partial y(k)} + \frac{\partial U(k)}{\partial u(k)} \frac{\partial u(k)}{\partial y(k)} \right\}
\]

D. Action Network—Optimal Control Law Approximation

The optimal control objective of the DSOPF controller is to minimize \( J(k) \) at every time step \( k \), which is accomplished by training the action network. An RNN action network is trained to approximate the optimal control law by minimizing [29]

\[
E_{u}(k) = \left\| \frac{\partial \dot{J}(k)}{\partial u(k)} \right\|^2
\]

During the training, when \( E_{u}(k) \) becomes zero, \( u(k) \) is the optimal control action that minimizes \( J(k) \) in the local region. Global optimal is obtained by exposing the DSOPF controller to different system conditions.

To minimize the initial impact on the power system, the random initial weights of the critic and action networks are limited to very small values such that the initial outputs of both networks are close to zero [18], [41]. Starting at D1 (see Table I) and with a discount factor of 0.5, the action and critic networks are connected to the 12-bus system and trained online. The weights of both the action and critic networks are updated in every time step, i.e., 1 s, based on their error signals (see Fig. 3). Different disturbances are then applied to the system. After both networks converge at D1, the training process continues at other operating points, and the discount factor is slowly increased.

V. SIMULATION RESULTS

A. Steady-State Performance of DSOPF Control

The steady-state performance of the DSOPF controller is studied at multiple dispatch cases. Due to limited space, only the results at D1, D3, and D7 are shown in Table II, where the system is driven by either the AGC2 + V4Ctrl or the DSOPF controller. For V4Ctrl, the reference voltage at bus 4 is set to 0.97 pu. The voltages of the two load buses, \( V_4 \) and \( V_5 \), and the
TABLE II
STEADY-STATE COMPARISONS OF THE PROPOSED DSOPF CONTROL AND AGC2 + V4 Ctrl. (FUEL: KS/h, \( f \): Hz, \( P_e \): MW, \( P_o \): MW, \( V \): pu, \( S \): pu)

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th></th>
<th>D3</th>
<th></th>
<th>D7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AGC2+</td>
<td>DSOPF</td>
<td>AGC2+</td>
<td>DSOPF</td>
<td>AGC2+</td>
<td>DSOPF</td>
</tr>
<tr>
<td></td>
<td>V4Ctrl</td>
<td>Ctrl</td>
<td>V4Ctrl</td>
<td>Ctrl</td>
<td>V4Ctrl</td>
<td>Ctrl</td>
</tr>
<tr>
<td>Utility</td>
<td>7.90</td>
<td>7.21</td>
<td>9.74</td>
<td>8.81</td>
<td>10.75</td>
<td>10.12</td>
</tr>
<tr>
<td>Fuel</td>
<td>43.67</td>
<td>43.24</td>
<td>44.23</td>
<td>43.61</td>
<td>46.18</td>
<td>45.98</td>
</tr>
<tr>
<td>( f )</td>
<td>60.00</td>
<td>60.00</td>
<td>60.00</td>
<td>60.00</td>
<td>60.00</td>
<td>60.00</td>
</tr>
<tr>
<td>( P_{ow} )</td>
<td>480.0</td>
<td>479.6</td>
<td>480.0</td>
<td>478.9</td>
<td>480.0</td>
<td>479.1</td>
</tr>
<tr>
<td>( P_{ow} )</td>
<td>46.3</td>
<td>40.5</td>
<td>46.7</td>
<td>39.1</td>
<td>48.7</td>
<td>41.9</td>
</tr>
<tr>
<td>( U_{lab} )</td>
<td>1.619</td>
<td>1.142</td>
<td>2.937</td>
<td>2.391</td>
<td>2.14</td>
<td>1.586</td>
</tr>
<tr>
<td>( V_1 )</td>
<td>0.970</td>
<td>0.976</td>
<td>0.970</td>
<td>0.967</td>
<td>0.970</td>
<td>0.973</td>
</tr>
<tr>
<td>( V_2 )</td>
<td>0.993</td>
<td>1.007</td>
<td>0.979</td>
<td>1.003</td>
<td>0.984</td>
<td>1.007</td>
</tr>
<tr>
<td>( U_{lab} )</td>
<td>1.904</td>
<td>1.813</td>
<td>1.868</td>
<td>1.754</td>
<td>1.900</td>
<td>1.793</td>
</tr>
<tr>
<td>( S_{23} )</td>
<td>0.76</td>
<td>0.71</td>
<td>0.81</td>
<td>0.75</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>( S_{12} )</td>
<td>0.76</td>
<td>0.76</td>
<td>0.55</td>
<td>0.56</td>
<td>0.78</td>
<td>0.71</td>
</tr>
<tr>
<td>( S_{13} )</td>
<td>0.67</td>
<td>0.63</td>
<td>0.75</td>
<td>0.68</td>
<td>0.69</td>
<td>0.65</td>
</tr>
<tr>
<td>( U_{ctrl} )</td>
<td>0.244</td>
<td>0.602</td>
<td>0.244</td>
<td>0.668</td>
<td>0.028</td>
<td>0.337</td>
</tr>
</tbody>
</table>

By using the DSOPF control, the utility function, as an overall index of optimality, is lower at all three dispatch cases. Lower fuel cost, lower line loss, and lower peak line loading are achieved by the DSOPF control with higher control effort and slightly larger frequency and tie-line flow deviation.

B. DSOPF Control Performance After Load Tripping

The system is running at dispatch case D1. An unexpected contingency happens and causes the 100 MW 60 MVAr load at bus 5 to trip at 300 s. To prevent over-voltage, the capacitor bank at bus 5 is also tripped at 301 s. The system frequency and tie-line flow controlled by AGC2 and the DSOPF controller are shown in Fig. 10(a). The DSOPF controller results in a smaller frequency rise and faster frequency recovery. The tie-line flow also has a smaller deviation and faster return to its scheduled value of 480 MW, when the DSOPF controller is used.

Fig. 10(b) shows the six controlled quantities, active power outputs, and terminal voltages of the three generators, during this event. To regulate the short-term power imbalance, AGC2 decreases generation from all three generators at their maximum ramp rates. In contrast, the DSOPF controller further utilizes the load-voltage characteristics and temporarily increases the generator voltages, which creates higher energy consumption at the local buses to balance the short-term over-generation.

C. DSOPF Control Performance With Large Varying Loads

In this case, 50 MW 10 MVAr of varying constant-power load, as shown in Fig. 11(a), are added to both buses 4 and 5. As a result, the system experiences large load ramping (both up and down) at a rate of 40 MW/min with a peak of 100 MW. This event is used to simulate the variability contribution from intermittent renewable generation resources.

With AGC2 and V4 Ctrl, the active power outputs and terminal voltages of the three generators varies up and down to follow the system load and regulate the bus 4 voltage, as shown in Fig. 11(g) and (h). Meanwhile, the system consumes more fuel, as shown in Fig. 11(b), and has higher line losses, as shown in Fig. 11(c). The frequency and tie-line flow have a maximum deviation of more than 0.04 Hz and 15 MW, respectively, as shown in Fig. 11(d) and (e). Although the voltage at bus 4 is well regulated by V4 Ctrl, the voltage at bus 5 drops below 0.95 pu, as shown in Fig. 11(f). If this large load variation continues, frequent switching of the capacitor bank at bus 5 would be needed to avoid under-voltage violations.

On the contrary, with the DSOPF controller, the three generators are optimally coordinated. Lower fuel cost and line loss are achieved. The voltage at both buses 4 and 5 are now kept above 0.95 pu, while the system frequency and tie-line flow are regulated much closer to their nominal values.

D. DSOPF Control Performance After Line Outage

At dispatch case D7 (bus 4 becomes more heavily loaded), a three phase to ground fault happens somewhere along line 2–5 at 400 s. The fault is cleared by permanently tripping line 2–5. This is a severe event since line 2–5 is heavily loaded at D7 in order to serve the load at buses 4 and 5. Tripping of line 2–5 may cause overloading of the other two transmission corridors. This event requires a redistribution of power flow in order for the

apparent power loading of the three most heavily loaded lines are listed in Table II.
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12-bus system to survive. Fig. 12 shows the simulation results of this event with AGC2 + \( V_4 \_Ctrl \) and the DSOPF controller.

When AGC2 and \( V_4 \_Ctrl \) are used, bus 4 voltage (the lowest postfault voltage) drops below 0.94 pu, as shown in Fig. 12(a). The PI-based \( V_4 \_Ctrl \) fails to regulate the bus 4 voltage, since the reactive support from G2 is interrupted and the reactive power outputs from G3 and G4 are limited by their MVA capacities. As a result, 50 MW 20 MVAr of load at bus 4 is tripped at 500 s to bring the bus 4 voltage back to normal condition. However, transmission line 1–6, which has the highest postfault line loading, remains overloaded, as shown in Fig. 12(b). Neither AGC2 nor \( V_4 \_Ctrl \) is capable of relieving this line overload.

In contrast, with the proposed DSOPF controller, both the active and reactive power flows are optimally adjusted after the event. Both \( V_4 \_Ctrl \) and \( S_{15} \) are maintained at normal conditions without violating any voltage or line limits. Under-voltage load shedding is thus not necessary. The system frequency, as shown in Fig. 12(c), also experiences less fluctuation. The system survives this event with the DSOPF controller.

VI. PRACTICAL CONSIDERATIONS

A. Data Selection and Pretraining

For practical development of the DSOPF controller, the pretraining of the model network can be executed offline using historical data obtained from the power system during its normal operation and disturbances. Using historical data allows the model network to learn the system dynamics during most operating conditions. Before connecting the DSOPF controller online for real-time control, the training of the action and critic networks can also be first conducted offline using high-accuracy nonlinear system models in real-time EMTP simulation tools. The ACD algorithm also shows promising capability to adapt to new operating conditions [18], [45], which allows the DSOPF controller to evolve and learn new optimal control rules.

B. Communication Delays

Power system wide-area communication delays range from several milliseconds to several seconds depending on the communication media and distance [46]. The performance of wide-area controllers may degrade if communication delays are not considered during the controller design stage. It has been shown that the neural network based modeling and control can successfully compensate for communication delays [18], [47], [48]. Further investigations are still needed on evaluating the effects of communication delays on the DSOPF controller and properly compensating for these delays during the design stage.

C. Scalability

Scalability is a major challenge for any power system control/optimization algorithms. For the DSOPF controller, novel neural network structures and training algorithms for large-scale neuroidentification and neurocontrol are two critical issues. Two concepts have been proposed by Venayagamoorthy—the concept of ObjectNets to provide modular solutions to neurocontrol of power systems [49], and the use of cellular neural networks.
to capture topological dynamics of power systems [50]. Nevertheless, significant research efforts are still needed to investigate the scalability of the DSOPF control algorithm.

VII. CONCLUSION

A wide-area measurement based dynamic stochastic optimal power flow (DSOPF) control algorithm using the adaptive critic design (ACD) technique has been presented in this paper as a promising solution to the future smart grid operation in an environment with high short-term uncertainty and variability. The DSOPF control adapts the nonlinear optimal control technique from the ACD theory, replaces the traditional AGC and secondary voltage control, and provides closed-loop dynamic tracking of a power system’s optimal operating point.

The dual heuristic dynamic programming-ACD approach using recurrent neural networks is used to design a DSOPF controller for a 12-bus test power system. Simulation results demonstrate promising steady-state and dynamic performances of the designed DSOPF controller under various operating conditions and system disturbances. In the 12-bus system example, only the generator active and reactive power is controlled. For a more complex power system, different FACTS devices at critical load buses and transmission lines can also be controlled by the DSOPF controller following the same design scheme to achieve a better and more efficient system-wide real-time optimal coordinated active and reactive power flow control. Scalability of the neurocontrol, which is still an on-going research, is a major challenge for applying the DSOPF control to a larger system. Modular, cellular and multilevel neurocontrol structures are key approaches to solve the scalability issue.

APPENDIX

Base case and generator fuel cost coefficients of the 12-bus power system (modified from [42]):

<table>
<thead>
<tr>
<th>Bus</th>
<th>Gen MVA</th>
<th>$V^r_0$ (pu)</th>
<th>$P^r_0$ (MW)</th>
<th>Fuel Cost ($/h$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 (G1)</td>
<td>1000</td>
<td>1.02</td>
<td>480</td>
<td></td>
</tr>
<tr>
<td>10 (G2)</td>
<td>700</td>
<td>1.02</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>11 (G3)</td>
<td>500</td>
<td>1.01</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>12 (G4)</td>
<td>500</td>
<td>1.02</td>
<td>300</td>
<td></td>
</tr>
</tbody>
</table>

| Scheduled area power import $P^*_{area}$ = 480 MW. |

2) Load Buses

<table>
<thead>
<tr>
<th>Bus</th>
<th>Load (MVA)</th>
<th>Const. Impedance</th>
<th>Const. Power</th>
<th>Shunt Cap. (MVAr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>140 + j100</td>
<td>140 + j100</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>160 + j120</td>
<td>160 + j120</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>160 + j120</td>
<td>160 + j120</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50 + j30</td>
<td>50 + j30</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>220 + j150</td>
<td>220 + j150</td>
<td>180</td>
<td></td>
</tr>
</tbody>
</table>

Weighting factors and constants used in the utility function:

<table>
<thead>
<tr>
<th>$w_{req}$</th>
<th>$w_{rig}$</th>
<th>$w_{sup}$</th>
<th>$w_{fmin}$</th>
<th>$w_{fuel}$</th>
<th>$w_{def}$</th>
<th>$w_{Time}$</th>
<th>$w_{TP}$</th>
<th>$w_{TP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.01</td>
<td>1600</td>
<td>1</td>
<td>0.001</td>
<td>4e4</td>
<td>0.01</td>
<td>1e-4</td>
<td>200</td>
</tr>
</tbody>
</table>
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